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ABSTRACT 

Breast cancer is a prevalent form of cancer that primarily affects women, 

although men can also be diagnosed with this disease. It ranks as the second 

leading cause of mortality among women worldwide. With the increasing 

prevalence of data-driven approaches in healthcare, the application of 

machine learning techniques offers a promising avenue for predicting the 

survival outcomes of patients with breast cancer. This article aims to provide a 

comprehensive overview of utilizing machine learning algorithms, 

implemented in Python, to predict the survival probabilities of breast cancer 

patients. By exploring various data pre-processing steps, feature engineering 

techniques and model selection strategies, this article presents a step-by-step 

guide for predicting breast cancer patient survival. The ultimate goal is to 

empower healthcare practitioners and researchers with the necessary 

knowledge and tools to leverage machine learning algorithms for improved 

prognosis and personalized treatment decisions in the context of breast cancer. 
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1. INTRODUCTION 

Breast cancer is a significant health concern affecting both women and men 

worldwide. It stands as one of the leading causes of death among women, 

emphasizing the need for effective prognostic tools to predict patient survival 

outcomes. In recent years, the field of healthcare has witnessed a surge in the 

use of data-driven approaches; particularly machine learning, to derive 

valuable insights and predictions from medical data. Machine learning 

algorithms have demonstrated considerable potential in various medical 

applications, including the prediction of survival outcomes in breast cancer 

patients.  

This article aims to provide a concise introduction to the task of breast 

cancer survival prediction using machine learning techniques, with a focus on 

implementation using Python programming. By leveraging the power of 

machine learning algorithms, healthcare practitioners and researchers can 

gain valuable insights into the prognosis of breast cancer patients, facilitating 

personalized treatment decisions and improving overall patient care. 
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Related work 

Esteva et al., (2019) employed deep learning techniques to predict breast cancer survival using histopathological images. They 

demonstrated the potential of convolutional neural networks (CNNs) in extracting meaningful features from tissue images to 

predict patient outcomes. Saini et al., (2020) utilized machine learning algorithms to predict breast cancer survival based on gene 

expression data. They applied ensemble learning methods, such as random forests and gradient boosting, to identify gene 

signatures associated with survival outcomes.  

Chen et al., (2021) proposed a novel framework integrating radiomics and clinical features for breast cancer survival prediction. 

They extracted radiomic features from medical images and combined them with clinical data, achieving improved predictive 

accuracy through a hybrid machine learning approach. Li et al., (2020) focused on developing a machine learning model for 

personalized breast cancer survival prediction. They utilized multi-omics data, including genomics, transcriptomics and 

proteomics, to build a comprehensive predictive model for individualized prognosis.  

Zhang et al., (2021) investigated the utility of machine learning algorithms in predicting breast cancer survival based on 

electronic health records (EHR). They utilized EHR data, including demographic information, clinical variables and treatment 

history, to develop a predictive model for long-term survival outcomes. Wang et al., (2022) conducted a study on the prediction of 

breast cancer survival using machine learning techniques and electronic health records. They explored the potential of integrating 

clinical, pathological and treatment-related information from EHRs to develop a predictive model for survival outcomes. Their 

findings emphasized the importance of comprehensive data integration for accurate prognosis.  

Jiang et al., (2021) proposed a hybrid machine learning model for breast cancer survival prediction that combined clinical 

features, gene expression data and histopathological images. They integrated multiple data modalities using a deep learning 

framework, achieving improved predictive performance compared to single-modality approaches. Yu et al., (2020) focused on 

predicting breast cancer survival using machine learning algorithms and genomic data. They developed a predictive model that 

incorporated gene expression profiles, DNA methylation patterns and somatic mutation data. Their study highlighted the potential 

of genomic data in enhancing survival prediction accuracy.  

Li et al., (2021) investigated the use of radiomics and machine learning for breast cancer survival prediction based on 

mammographic images. They extracted quantitative imaging features from mammograms and employed machine learning 

algorithms to develop a prognostic model. Their results demonstrated the feasibility of utilizing imaging data for survival 

prediction. Liang et al., (2022) proposed a deep learning-based approach for breast cancer survival prediction using a combination 

of histopathological images and genomic data. They employed a deep neural network architecture that integrated multi-omics data, 

achieving robust and accurate predictions of patient survival. 

 

Dataset Description 

The dataset utilized for the task of breast cancer survival prediction comprises more than 400 patients who underwent surgical 

intervention for the treatment of breast cancer. Each patient's information is represented by several columns, which are outlined 

below: 

1. Patient ID: An identification number assigned to each patient. 

2. Age: The age of the patient at the time of diagnosis. 

3. Gender: The gender of the patient (male or female). 

4. Protein 1, Protein 2, Protein 3 and Protein 4: Expression levels of specific proteins related to breast cancer. 

5. Tumor Stage: The stage of breast cancer diagnosed in the patient. 

6. Histology: The histological subtype of the breast cancer, including Infiltrating Ductal Carcinoma, Infiltrating Lobular Carcinoma 

or Mucinous Carcinoma. 

7. ER status: The estrogen receptor status of the tumor (Positive/Negative). 

8. PR status: The progesterone receptor status of the tumor (Positive/Negative). 

9. HER2 status: The HER2 receptor status of the tumor (Positive/Negative). 

10. Surgery type: The type of surgical procedure performed, such as Lumpectomy, Simple Mastectomy, Modified Radical 

Mastectomy or Other. 

11. Date of Surgery: The date on which the surgery took place. 

12. Date of Last Visit: The date of the patient's most recent visit. 

13. Patient Status: Indicates whether the patient is currently alive or deceased. 
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Overview 

The primary objective of this study is to employ machine learning techniques to predict the post-surgery survival of breast cancer 

patients using the provided dataset. By leveraging the information within this dataset, our aim is to develop a predictive model that 

can accurately determine whether a patient will survive after undergoing breast cancer surgery. The dataset utilized in this study 

was sourced from Kaggle, a platform for data science and machine learning. You can obtain a copy of this dataset from the 

provided link. In the following section, we will delve into the process of predicting breast cancer survival using machine learning 

algorithms implemented in Python, providing a comprehensive guide for conducting such analyses. 

 

2. PREDICTING BREAST CANCER SURVIVAL WITH PYTHON 

To start the task of breast cancer survival prediction, the initial step involves importing essential Python libraries and the requisite 

dataset as follows: 

 

 
Next, let us examine the presence of null values within the columns of this dataset. 
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The dataset contains missing values in each column. To address this issue, we will perform the removal of these null values. 

Now, let us delve into a comprehensive analysis of the columns present in this dataset, providing valuable insights into the 

information they encapsulate: 

 
Breast cancer predominantly affects individuals’ assigned female at birth. Therefore, it is crucial to examine the Gender column 

in our dataset to ascertain the distribution of female and male patients. 
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As anticipated, the gender column exhibits a higher proportion of females compared to males. Moving forward, let us now 

examine the distribution of tumour stages among the patients (Figure 1). 

 

 
Figure 1 Tumour stages of patients 

 

The majority of patients in the dataset are diagnosed with breast cancer at the second stage, indicating a considerable presence 

of this stage among the recorded cases. To gain further insights into the characteristics of the breast cancer patients, an examination 

of histology is warranted. Histology refers to the descriptive analysis of a tumour based on the level of abnormality exhibited by 

cancer cells and tissues when observed under a microscope (Figure 2). It also provides valuable information regarding the rate at 

which the cancer can proliferate and metastasize. 

 

 
Figure 2 Histology of patients 
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Next, we will examine the values associated with the ER status, PR status and HER2 status variables for the patients in our 

dataset. 

 
Now, let us examine the various surgical procedures performed on the patients in the dataset (Figure 3): 

 

 
Figure 3 Type of surgery of patients 

 

Upon examining the dataset, it was evident that numerous categorical features were present. To facilitate the training of a 

machine learning model using this data, it became imperative to transform the values within all the categorical columns. The 

subsequent section outlines the approach for transforming the categorical features in the dataset, enabling their utilization in the 

machine learning model. 
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3. MODEL FOR PREDICTING BREAST CANCER SURVIVAL 

Proceeding towards training a machine learning model for predicting breast cancer patient survival, it is imperative to partition the 

data into distinct sets for training and testing purposes. This segregation aids in evaluating the model's performance on unseen data 

and prevents over fitting. Therefore, the next step involves the division of the dataset into training and test sets. 

Now, let us proceed with the methodology of training a machine learning model in the following manner: 

 
Now, let us input the comprehensive set of features utilized for training this machine learning model and subsequently predict 

the patient's likelihood of survival from breast cancer. 

 
 

4. CONCLUSION 

Breast cancer is a significant global health issue and accurate prediction of patient survival outcomes is crucial for informed 

treatment decisions and personalized care. In this article, we explored the task of breast cancer survival prediction using machine 

learning techniques implemented in Python. By leveraging a dataset comprising over 400 breast cancer patients who underwent 

surgery, we demonstrated the potential of machine learning algorithms in predicting patient survival. We considered various 

features such as age, gender, protein expression levels, tumour stage, histology, receptor status, surgery type and relevant dates to 

develop a predictive model. 
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