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ABSTRACT 
Cancer is a family of diseases originated from genetic abnormalities which may be inherited.  The classification of cancer is essential for administrating 
the most effective treatment, and has been traditionally based on the analysis of its morphological appearance. Extracting useful information from 
expression levels of thousands of genes generated with microarray technology needs a variety of analytical techniques. A new mixed integer 
programming model is formulated for this purpose using colon rectum cancer data base. Artificial Neural Network (ANN) is a branch of computational 
intelligence that employs a variety of optimization tool to “learn” from past experience and use that prior training to classify a new data, identify new 
patterns or prediction of such of colon rectum cancer. 
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1. INTRODUCTION 

The objective of this paper is to use minimum number of genes (or) bio markers to classify tissue samples as accurately as 

possible into known groups.  A novel mixed integer programming model is formulated to represent and to solve gene 
selection and tissue classification problem.  However the high dimensionality and small sample size of microarray data also 
poses severe challenges to filter approaches in terms of effectiveness.  Some of the recent researchers focused on these 
challenges.  Mathematical programming approaches for classification analysis outperform parametric methods when the data 
depart from assumptions underlying these methods. 

Mixed Integer Programming model for classification have been developed in the last two decade. These studies open 
new avenues for disease gene identification and biomarker’s discovery, which can be used for diagnosis and for drug efficacy 
and toxicity assesments. Chillagayan et al., (2002) and Szabo et al., (2002) proposed the ways to select subsets of genes to 
use in the classification of tissue samples.  These results show that the mathematical programming approach can rival or 
outperform traditional classification methods. 

2. COLON RECTUM CANCER CASE STUDY 
The colon cancer dataset was originally analyzed by Alon et al., (1999).  This dataset contains expression levels of 2000 
genes with highest minimal intensity across 40 tumor and 22 normal colon tissues.  The data is available from R package 

“dprep”.  Pre-filtering according to t-test left 851 genes that were significantly differentially expressed (p-value  0.1) for further 
gene selection. 

3. GENE SELECTION FOR MICROARRAY DATA SETS 
In this we consider the data base of colon cancer study.  The colon cancer dataset was originally analyzed by Alon et al. 
(1999). This dataset contains expression levels of 2000 genes with highest minimal intensity across 45 tumor and 20 normal 

colon tissues.  Pre filtering according to‘t’ test left 859 genes that were significantly differentially expressed (p value  0.1) for 
further gene selection. 

Based on the degree of dependency selecting good features on evaluation measures and classification algorithm 
measures and classification algorithm, we divide a good subset into three parts: 
(i) Features those are absolutely necessary for classification. 
(ii) The features that can be chosen based on properties of data set. Features that can be found using a classification 

algorithm as evaluation measures.  We name them as dependent features.  

4. THE MIXED INTEGER PROGRAMMING MODEL  

Let F = {1, 2, ..., f} denote the set of the indices of the different genes in Gt and 
−

ig  and 
+

ig , i  F, the vectors of the 

expression levels of gene i for normal and tumor tissues, respectively. For each gene i  F, define two binary variables 
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Indicating if the expression profiles of i correctly characterize the state specified by the class value of the corresponding 

tissues. If the gene discriminate function takes the form wg − b = 0, where w defines the orientation of the hyper plane is the 
s-dimensional space Rs and b its offset from the origin, the following mixed integer optimization problem can be formulated 

 


=

+− +
1i

ii )z(zmin                                                                                           (A) 

Subject to the condition 

 ,i,zQbgw ii F−− ++
                                           (3) 

,i,zQbgw ii F− −−
                                                (4) 

z−, z+ are binaries, w, b free,  

Where Q is a sufficiently large constant scalar, and constraints (3) and (4) set the values of the binary variables 
+

iz  and 

−

iz , i  F. 

 From the solution of the problem (A), obtained by a truncated branch-and-bound procedure, it is possible to find a 

set of genes useful for discriminating between normal and tumor tissues. In particular, for each gene i  F the following 
measure, termed classification score, is computed. 

,δδCS iii

+− +=                  (5) 

where 
−

iδ  and 
+

iδ  represent the Euclidean distances of patterns 
−

ig  and 
+

ig  from the separating hyper plane. 

5. ANN 
ANN is a branch of computational intelligence that employs a variety of optimization tools to learn from past experiences and 
use this prior training to predict and identify new patterns.  In this neural network models have been used for the prediction of 
Colon Rectum Cancer. ANN is a network that simulates our human brain functions.  It is composed of parallel computing units 
called Neurons.   These neurons can be connected in various ways to form different Neural Network architectures.  The most 
popular architecture is the multi-layer perception (MLP).  It consists of two or more layers of neuron in which the layers are 
connected in sequential manner.  Each neuron in turn is connected to other neurons in the different layer by weighted path 
ways.  Signals are sent through these pathways to the other neurons.  Each neuron sums the weighted signals and 
transforms the resulting signal as the output of the neuron using an activation function.  The output signal is then sent to the 
other neurons in the subsequent layers.  The first layer of the network is called the input layer which receives signals from the 
data entering the network.  The last layer is called the output layer which generates the outcome to the outside world. 

6. METHODOLOGY  
Artificial Neural Network (ANN) is a branch of computational intelligence that employs a variety of optimization tool to “learn” 
from past expenses and use that prior training to classify new data, identify new pattern and predict. In this study, a multi layer 
network with back-propagation (also known as multi layer perception)   is used.  Preprocessing the input data set for a 
knowledge discovery goal using data mining approach usually consumes the biggest portion of the effort devoted the entire 
work.  In this work Neural network models have been used for the diagnosis and prediction of colon rectum cancer.  Colon 
rectum cancer microscopic and clinical tests reports are collected.  We have developed a set of tools to extract and clean up 
the raw SEER data to analyze the death rate. 

A simple analysis shows that the SEER data has missing information in the field of Extent of Disease (EOD) and Site 
Specific Surgery (SSS) fields for almost half of the records. The SSS field usage has changed after 1998.  Instead of the 
regular field, the information is split in five other fields.  A mapping scheme from new SSS to old SSS is developed to fill the 
missing SSSS fields. The EOD field is composed of five fields including the EOD (Extent of Death) code.  These fields are 
size of tumor, number of positive nodes, number of nodes and number of primaries unlike [6] we have included three fields 
1. Survival Time Recode (STR) 
2. Vital Status Record (VSR) 
3. Cause of Death (COD) 
The STR field ranges from 0 to 120 months in the SEER data base.  

7. NETWORK DIAGRAM 
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8. RESULTS AND 
DISCUSSION 
This table reports the running time for each 
feature selection algorithm.  The number of 
genes was selected by each feature 
selection algorithm.  We can see that half H 
FW on averages selects the smallest number 
of genes.  Also it reports the leave-one-out 
accuracy by C 4.5. 

9. CONCLUSION 
Hence the classification of the data sets is consistently based on a very small number of genes, compared with the original 
number of features describing the sample tissues.  Extensive experiments on microarray data have demonstrated the 
superior performance of our approach. The experimental results show that our model does not include records with missing 
data.  Hence we would like to try survival time prediction of colon rectum cancer is seriously low than respiratory cancer. 
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Algorithm HFWC4.5 Half-HFW FCBF 

Running Tissue (s) for each feature selection 
Algorithm 

59.83 0.91 1.14 

Number of genes selected by each feature selection 
Algorithm 

11 5 14 

Validation accuracy of C4.5 on selected genes for 
each feature selection method 

90.32 85.48 88.71 

Leave one out cross validation accuracy selected 
genes for each feature selection method 

75.81 90.32 77.42 
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